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Abstract—The construction industry is often dynamic and quite
complex. Due to its dynamic nature, delays have been witnessed
in many construction projects across the world. Despite having
several mitigation techniques, the delay has not been well-addressed,
thus leading to various issues for the contractors in obtaining the
construction claims that arise from cost overruns. This study utilizes
the machine learning approach to predict the construction delays in
road overlaying projects in Sri Lanka. In particular, the methodology
adopted is an ensemble approach that constitutes the benefits of
multiple machine learning algorithms and provides a collective
advantage for the prediction. The study has been successful in
obtaining a predictive model based on a stacking approach that is
prone to lesser error than the individual algorithms concerned.
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I. INTRODUCTION

The construction industry is quite dynamic and complex.
Owing to its complexity and uncertainty, the delays have
become a common phenomenon in any construction projects
(Yaseen et al., 2020). The road construction industry is
not an exception in this case. In specific, for a developing
country like Sri Lanka, road construction and overlaying
projects occupy a prominent place in the construction sector
since a major portion of the national budget is channeled
to them (Kaliba, Muya and Mumba, 2009). Despite being an
important industry, this suffers from cost overruns mainly due
to the delays in such projects which in turn brings an overall
dissatisfaction towards the overall performance. Delays in
projects are well described as the additional time required
beyond the scheduled timeline of project completion and is
the key cause of many cost overruns (Haq, Rashid and Aslam,
2014).

Past studies revealed that nearly 9 out of 10 large-scale
projects suffer from project delays (Flyvbjerg, 2014; Rhodes,
2015). In the context of Sri Lanka, this is even worse where
between 78% to 90% of construction projects encounter

delays (Ramachandra, Rotimi and Gunaratne, 2014). Road
construction projects also suffer from delays greatly to a
percentage around 56% to 88% (Pathiranage, 2010) while Ja-
hankeer, (2016) emphasized that the on-going projects would
still face similar issues. This effect is well pronounced for
contractors as they get affected by the overhead costs directly.
This increases the importance of the construction claims
in the contractors’ side through which they could request
for additional payment by requesting an Extension of Time
(EOT) (Alnaas, Khalil and Nassar, 2014). At times, the EOT
is rejected mainly being not adhering to the time schedule
to which the delay notification should be sent (Perera et
al., 2019). Thus, it is always wise for the contractors to
predict the delay well in advance, so they do not get affected
adversely with the rejection of construction claims.

In response to the emerging needs of predicting construc-
tion delays, several studies investigated the factors influenc-
ing the construction delays. Jayalath (2019) investigated the
factors contributing to the cost overruns in Sri Lankan Road
projects and listed out the following 10 factors as the key
causes such as market vacillations, corruptions, scope creep,
shortage of materials, delays from sub-contractors, lack of
pre-contract project coordination, labour scarcity, changes
in specification, labour disputes and insufficient quantity of
skilled labourers. The identified factors were reliable and
consistent as supported by a higher Cronbach’s alpha (0.96).
In Sri Lankan contexts, it appears that the factors contributing
to the cost overruns changes radically with the passage of
years, since the factors outlined by Pathiranage (2010) a
decade ago is well delineated from that of Jayalath (2019).
The former study identified that the financial problems from
the contractor and the client is the most influential towards
delays. Other features identified as critical are but not limited
to the lack of proper site management by the contractor,
inclement weather conditions, client’s modifications in the

Copyright ©2022 belongs to Faculty of Technology, South Eastern University of Sri Lanka, University Park, Oluvil, #32360, Sri Lanka



Safnas and Shafana | SLJoT

contract, incomplete documents, and the slow response to-
wards decision making. Pathiranage (2010) also enlisted that
the lack of site labourers and materials, poor skills among
sub-contractors, mistakes in design or work, less skilled or
inexperienced labourers and the delay caused in delivery of
materials to the working site are other causes. Thus, we
postulate that the factors contributing to the cost overruns
resulting from construction delays are susceptible to changes
and the timely assessment is crucial.

Contemporary studies have pointed out various factors
towards the construction delays. Kesavan et al. (2015) iden-
tified that delays are caused under several categories such as
those caused by contractor, consultant, client, labourer, ma-
terial, equipment and external causes. Conflicts occurred in
the schedule of sub-contractor, delay in approval of the major
work revisions, delay in progress payments, lack of labourers,
delay in the delivery of material, lack of technology in
equipment and the inclement weather condition were pointed
as the major factors respectively in each of the category. The
study used the Relative Importance Index for identifying the
most important factor. Wijekoon & Attanayake (2012) also
made a significant contribution in identifying the potential
causes of delays in road construction projects in Sri Lanka.
The identified causes were very much similar to that listed
by Pathiranage(2010) and Kesavan et al. (2015). Thus, the
assessment of all the features identified across the decade in a
more comprehensive way could yield a better model that can
precisely forecast the road project delays, which is lacking,
to date.

Predictive Models have been a wise choice of predicting
the delays in the construction industry as a measure of
risk mitigation which in turn leads to the timely payment
of construction claims (Gondia et al., 2020; Yaseen et al.,
2020). Gondia et al. (2020) was able to improve project
delay risk assessments precisely and forecast them in building
constructions of Egypt. The study utilized Decision Tree
and Naïve Bayesian Classifiers and obtained an accuracy of
74.5% and 78.4% respectively. In another study by Asadi
et al. (2015), the above algorithms were used to assess
the delays in construction logistics in Qatar and obtained
an accuracy of 79.41% for Decision Tree and 73.52% for
Naïve Bayes. However, a combined approach by Yaseen et al.
(2020) yielded relatively a better model with an accuracy of
91.67%. In the latter study, Genetic Algorithm and Random
Forest algorithms have been ensembled to obtain such a
better model for predicting construction delays in Iraq. Fur-
thermore, the work of Egwim et al. (2021) is very significant
in this series as the study utilized the ensemble of ensemble
predictive models in construction projects in Nigeria. The
study claims that this approach is quite successful as the
accuracy of this model was almost around 80% while the
accuracy of any single algorithm used were significantly
lower. Thus, it could be noted that the ensemble approach
possesses the combined advantage of single algorithms in
terms of performance and robustness.

Despite much research have attempted to identify the po-

tential causes of road construction delays in many countries
using machine learning approach, not many efforts have
been attempted in the context of Sri Lanka. Moreover, the
review of the existing literature suggests that the ensembling
technique could yield a robust predictive model. In this
ground, this paper proposes a robust predictive model that is
woven around the Machine Learning algorithms, an evolving
field that has been adopted in several industries as a strong
instrument for prediction (Blanco et al., 2018). This study in
particular utilizes the ensemble approach to develop a multi-
layer robust predictive model to predict the construction
delays in the road projects of Sri Lanka which is based
on 24 features that are considered as strong predictors in
the literature and from expert reviews. Multiple approaches
of ensembling regressors were investigated and stacking has
been identified as the best approach. Thus, the predictive
model is built upon stacking of the robust regressors identi-
fied.

The contribution of this study is two-fold. Firstly, the
computational benefit from machine learning algorithms is
applied in Sri Lankan Road construction context, which is
still lacking to date. The study has identified 24 critical
features pinpointed as major causes of construction delays in
Sri Lankan scholarly works and was able to identify the most
important features using a robust predictive model. Secondly,
the study has applied most of the important regressors to date,
and forwards that the application of ensemble approach is the
most suitable for prediction. Thus, this study further corrobo-
rates the combined advantage from ensemble algorithms and
suggests its usage in various other contexts.

II. METHODOLOGY

A. Data Collection and Preprocessing

From the review of literature on important predictors of
the construction delays in Sri Lanka, a set of 24 factors as
shown in Table I were identified. A questionnaire adopted
from Egwim et al. (2021) was used to obtain the answers
for the 24 identified features from the potential respondents
in the construction industry. The target variable for the
above study is the construction delay. Convenient Sampling
was used to collect the data due to its accessibility and
geographic proximity. The 75 respondents to the survey
were stakeholders from the road construction projects in Sri
Lanka who have at least 3 years of experience in working
in major projects. The respondents were instructed to answer
the questionnaire based on any single road project that they
have worked in the past. The responses were collected using
the Google Form as well as by distributing the questionnaire
in person.

The data thus obtained have been pre-processed and con-
verted into an analyzable form. The resulting dataset is a 2D
array with 25 columns and 75 rows. The columns ranging
from first to 24th are of the factors and the target is listed
in the final column. As the questionnaire had the percentage
of delay as the response, encoding was done on the 25th
column such that the values that are less than or equal to 3
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Table I: Features and Target Variable

Feature ID Features
F1 Project Size
F2 Equipment
F3 Inflation
F4 Labour Disputes or Strikes
F5 Poor Communication
F6 Inclement or Bad weather
F7 Contractor’s Financial Difficulties
F8 Design Variations
F9 Late deliveries
F10 Changed Orders
F11 Price Fluctuation
F12 Project Management
F13 Slow Decision Making
F14 Cash Flow
F15 Government Regulations
F16 Material Procurement
F17 Site Condition
F18 Political Influence
F19 Project Schedule
F20 Site Accident
F21 Project Quality Control
F22 Late Payment
F23 Proportion of unskilled laborer
F24 Late Delivery

F25(Target) Delay

have been considered as no delay and were given a score of
zero while for the values with 4 and 5 have been identified
as delayed projects and were coded as one.

B. Correlation Analysis

The goal of the correlation analysis was to assess the
multicollinearity among predictors Egwim et al. (2021). The
correlation matrix is as presented in Figure 1. The results
suggest that the cross correlation exist between each of the
following features with the target.

C. Reliability Analysis

Reliability analysis was primarily done to identify the
accuracy of the data obtained through questionnaire while
assessing if there exists an internal consistency coefficient
among the data. The analysis also helps to identify if the
consolidated features could predict the delay better. The
study used the Alpha Test of Cronbach for this purpose
and obtained a coefficient of 0.92 which suggests that the
responses were accurate towards the factor as it is considered
that this value should surpass 0.8 for having an internal
consistency (Nunnally JC, 1994)

D. Standardization and Feature Selection

The preprocessed data was standardized to have a zero
mean and unit variance such that the data was normally
distributed (Pedregosa et al., 2011). Chi-Squared Test, a
multivariate filter-based feature selection, was used to im-
prove the model accuracy by removing the features that are
redundant and noisy for the model. The Figure 2 shows the
association of target and the features. Chi-Squared Test was
done with 95% confidence interval while p < 0.05 were
removed to retain only the limited yet significant features.

Table II: Algorithms used in the study

Technique Algorithms
Base estimator Decision Tree

Bagging

Lasso
ElasticNet
KernelRidge
LinearRegression
RandomForest

Boosting

AdaBoost
XGBoost
LGBM Regressor
Gradient Boosting

Naive Bayes
Bernoulli NB
Gaussian NB
Multinomial NB

Stacking Stacking
Ensemble of Ensemble MLens

This resulted with only 09 features such as ’F8’, ’F9’,
’F10’, ’F11’, ’F14’, ’F18’, ’F21’, ’F23’ and ’F24’ which
were retained in the final model prediction. This resulting
dataset was split for the training set and the validation set as
a 60% and 40% ratio.

E. Ensemble Machine Learning Algorithms

Ensembling is a technique to use multiple algorithms
that result in an overall better performing model since the
integrated outcome from ensembling is always greater in
terms of predictive accuracy while using a single algorithm.
The Root Mean Squared Error (RMSE) metric has been used
to validate and compare the performance of the models.
The machine learning algorithms that have been used for
ensembling are presented in the following table (Table II).

1) Bagging: Bagging is the process of combining the
results of multiple models in order to get a generalized
result. The basic regressors such as linear regression, lasso
regression, elastic net and kernel ridge were performed and
finally using the BaggingRegressor from sci-kit learn was
used to bag while having the Decision tree as the base
estimator.

2) Boosting: Boosting is another ensembling technique
that uses a sequential process where subsequent model
attempts to correct the errors from the previous model.
XGBoost, LightGBM, AdaBoost Regressor and Gradient
boosting were used for this choice of technique.

3) Naive Bayes: It is yet another technique and one
of the most effective and efficient inductive ensemble ma-
chine learning algorithms. The study checks the Gaussian,
Bernoulli and the Multinomial regression from sci-kit Learn
package.

4) Stacking: Stacking as the name suggests stacks the
predictions from multiple models and build a new robust
model. The built model is tested on the test data for its
accuracy.

5) Ensemble of Ensemble: The MLens (Machine Learning
Ensemble) is a memory-efficient parallel ensemble learning
technique. This is similar to a neural network that ensembles
several layers to support many different ensemble architec-
tures.
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Figure 1: Correlation Matrix

Figure 2: Chi-Squared Test
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Table III: Ranking based on RMSE score

Rank Regressor RMSE score
1 Stacking 0.498860
2 LGBMRegressor 0.518934
3 RandomForestRegressor 0.566105
4 AdaBoostRegressor 0.574436
5 Ensemble of Ensemble 0.575317
6 GradientBoostingRegressor 0.580583
7 Bagging 0.581951
8 XGBoost 0.606383
9 Lasso 0.616841
10 ElasticNet 0.617136
11 KernelRidge 0.617185
12 LinearRegression 0.621085
13 GaussianNB 0.683130
14 BernoulliNB 0.683130
15 MultinomialNB 0.683130
16 DecisionTree 0.707107

III. RESULTS AND DISCUSSION

Root Mean Squared Error was calculated for each of the
ensembling model and the model with the least mean squared
error was chosen as the best predictive model for predicting
construction delays in Sri Lanka. Table III provides the
performance of each of the model in increasing order of their
RMSE. It is evident from the below table that the Stacking
performs as a robust regressor.

Although Bagging and Boosting provide an overall im-
provement with respect to their individual algorithms con-
cerned, the power of Stacking is well witnessed here as the
stacking yield a relatively lower RMSE. Although weak re-
gressor like Decision Tree was also included in the stack, the
results prove that the stacking is one of the best techniques
to develop an ensemble of classifiers.

IV. CONCLUSION AND FUTURE WORKS

This study has been successful in its primary objective of
identifying a robust model for predicting the road construc-
tion delays in Sri Lanka using an ensemble of regressors.
Since the notification of the delays in well-advance is an
optimal solution to overcome the issue of the rejection of
construction claims, this model could be used to assess and
forecast road construction delays, whereby the risk could be
mitigated to a certain extent. Moreover, another technical
contribution of this study is the discernment of the combined
advantage of ensemble approaches in machine learning mod-
els, suggesting the usage of ensemble approaches in various
prediction contexts in place of individual algorithms.

Despite being a robust model thus far developed to pre-
dict the road construction delays in Sri Lanka, due to the
limited computational power and the time, hyperparameter
optimization has not been experimentally done and the values
were adopted from existing literature alone. Thus, this is
a potential limitation of this work, and the work can be
further improved by applying hyperparameter optimization
techniques like Grid Search and the results could be further
improved.
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